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Abstract: The Brunn-Minkowski theory is central to convex geometric analysis, and mixed quermassintegrals and
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1 Introduction

This paper establishes important matrix inequalities
that are analogous to some fundamental inequalities in
convex geometry. The two fundamental inequalities
are the Minkowski and Brunn-Minkowski inequali-
ties. The notions of mixed determinants, matrix Lp-
sum, and symmetric matrix polynomials for positive
definite symmetric matrices are quoted and used to es-
tablish these inequalities.

2 Mixed Determinants

Definition 2.1 (Mixed Determinant [1]) If A1, . . . , Ar
are n × n positive definite symmetric matrices and
λ1, . . . , λr are nonnegative real numbers, then of fun-
damental importance is the fact that the determinant
of λ1A1 + · + λrAr is a homogeneous polynomial of
degree n in λ1, . . . , λr given by

D(λ1A1 + · · ·+ λrAr)

=
∑

λi1 , . . . , λinD(Ai1 , . . . , Ain)

where the sum is taken over all n-tuples of positive
integers (i1, . . . , in) whose entries do not exceed r.
The coefficient D(Ai1 , . . . , Ain) is the mixed deter-
minant of the matrices Ai1 , . . . , Ain and is uniquely
determined by the requirement that it be symmetric in
its arguments.

The mixed determinant D(A1, A2, . . . , An) of
n × n matrices A1, A2, . . . , An can be regarded as
the arthimetic mean of the determinants of all possi-
ble matrices that have exactly one row from the cor-
responding rows of A1, A2, . . . , An (Pranayanuntana
[1]).

Properties of Mixed Determinants
The following properties for mixed determinants are
well known (see for example Pranayanuntana [1]).
For n × n matrices A1, . . . , An, B, B′ and scalars
λ1, . . . , λn:

(2.1) D(A1, . . . , An) = D(Aπ(1), . . . , Aπ(n)) where
π is a permutation on {1, 2, . . . , n}.

(2.2) D(A1, . . . , An−1, B + B′) = D(A1, . . . , An−1,
B) +D(A1, . . . , An−1, B

′)

(2.3) D(λ1A1, . . . , λnAn) = λ1 · · ·λnD(A1, . . . ,
An)

Notation: ∀A,B ∈ M s,+
n , where M s,+

n is the
space of n×n, symmetric, positive, definite matrices,
and 0 ≤ i ≤ n, we let

D(A,n− i;B, i) = D(A, . . . , A︸ ︷︷ ︸
n−i copies

, B, . . . , B︸ ︷︷ ︸
i copies

)

for notational simplification purposes.
We now state an important and useful theorem for

our work.
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Theorem 2.2 (Aleksandrov [4, 5]) Let A1, . . . , An
be real symmetric n × n matrices where A2, . . . , An
are positive definite. Then

D2(A1, A2, A3, . . . , An)

≥ D(A1, A1, A3, . . . , An)D(A2, A2, A3, . . . , An).

Equality holds if and only if A1 = λA2 where λ > 0
is a real number.

The form of this theorem most suitable for our
purposes, states that:

Ds(A, s+ t; Φ)Dt(B, s+ t; Φ)

≤ Ds+t(A, s;B, t; Φ)

where A, B are positive definite symmetric matrices
and Φ is any (n−s− t)-tuple of positive definite sym-
metric matrices. Equality holds if and only ifA = λB
where λ > 0 a real number.

A very useful inequality can be obtained by re-
peated applications of the Aleksandrov inequality:

Lemma 2.3 For A1, . . . , An ∈M s,+
n , D(A1) · · ·D(An)

≤ Dn(A1, . . . , An). Equality holds if and only if Ai,
i = 1, 2, . . . , n are scalar multiples of each other; that
is, Ai = cijAj , where cij > 0, i 6= j.

A special case of this general inequality is the
Minkowski inequality.

Theorem 2.4 (Minkowski [1]) If A and B ∈ M s,+
n

then D1(A,B) ≥ D
(n−1)
n (A)D

1
n (B), with equality

if and only if A = cB, c > 0, and D1(A,B) =
D(A,n− 1;B, 1).

We now prove the matrix analog of the Brunn-
Minkowski theorem from convex geometry.

Theorem 2.5 If A,B ∈ M s,+
n then D

1
n (A + B) ≥

D
1
n (A)+D

1
n (B), with equality if and only ifA = cB,

where c is a nonzero scalar.

Proof.

D(A+B)

= D1(A+B,A+B)

= D(A+B,n− 1;A+B)

= D(A+B,n− 1;A) +D(A+B,n− 1;B)

≥ D(A+B)
(n−1)
n D

1
n (A)

+D(A+B)
(n−1)
n D

1
n (B).

Thus we obtain D
1
n (A+B) ≥ D

1
n (A) +D

1
n (B). ut

We now prove a Uniqueness Theorem similar to one
proved by Pranayanuntana [1].

Theorem 2.6 (Uniqueness Theorem) Suppose A,
B, C ∈M s,+

n then:

1. D1(A,C) = D1(B,C) for all C ∈ M s,+
n im-

plies A = B

2. D1(A,B) = D1(A,C) for all A ∈ M s,+
n im-

plies B = C.

Proof. The proof of parts 1 and 2 are very similar, and
so we only give the proof of part 1. The Minkowski
inequality states that Dn

1 (A,B) ≥ Dn−1(A)D(B)

for A,B ∈ M s,+
n , with equality if and only if A =

cB, c > 0. Since D1(A,C) = D1(B,C), using
C = A, we have D(A) = D1(A,A) = D1(B,A) ≥
D

n−1
n (B)D

1
n (A), with equality if and only if A =

cB, c > 0. Since A is positive definite, D(A) > 0

andD
1
n (A) > 0, and then the last inequality becomes

D
n−1
n (A) ≥ D

n−1
n (B) and therefore D(A) ≥ D(B),

with equality if and only if A = cB, c > 0. Simi-
larly, we can show that D(B) ≥ D(A), with equality
if and only if A = cB, c > 0. We then conclude that
D(A) = D(B) and A = cB, c > 0. This is possible
if and only if c = 1, and consequently A = B.

3 Symmetric Polynomials Inequality
of Elementary

Definition 3.1 The kth elementary symmetric polyno-
mials sk(x) on variables x = (x1, . . . , xn) are de-
fined by s1(x) =

∑
1≤i≤n xi,

s2(x) =
∑

1≤i<j≤n
xixj , s3(x) =

∑
1≤i<j<k≤n

xixjxk, . . .

sk(x) =
∑

1≤i<···<ik≤n

k∏
l=1

xil , . . . , sn(x) =
∏

1≤i≤n
xi

The elementary symmetric polynomial functions eval-
uated at (λ1, . . . , λn), where λi are the eigenvalues
of A, are related to the characteristic polynomial of a
matrix. Precisely, if pA(t) = D(tI − A) is the char-
acteristic polynomial of the n× n matrix A, then

pA(t) = tn − s1(λ)tn−1 + s2(λ)tn−2 − · · · ± sn(λ)

where sk(λ) = sk(λ1, . . . , λn).

Definition 3.2 ([4]) Let A be an n × n matrix. For
the index set α ⊆ {1, . . . , n}, we denote the princi-
pal submatrix that lies in the rows and columns of A
indexed by α as A[α, α], or briefly, A[α].
The determinant of such a principal submatrix is
called a principal minor.
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We denote the sum of the (nk ) different k× k principal
minors of A ∈ M s,+

n by Ek(A). Therefore Ek(A) :=∑J
|α|=k
α⊆J

A[α], where J = {1, . . . , n}

In particular E1(A) =
∑n

i=1 aii = tr(A) and
En(A) = det(A)sk(x1, . . . , xn) evaluated at the
eigenvalues (λ1, . . . , λn) of A equals Ek(A).

Definition 3.3 (Operator Monotone [7]) A real-
valued continuous function f(t) defined on a real
interval Ω is said to be operator monotone if
A ≤ B ⇒ f(A) ≤ f(B) for all symmetric matrices
A, B of all sizes whose eigenvalues are contained in
Ω.

Definition 3.4 (Operator Convex/Concave [7]) A
real-valued continuous function f(t) defined on a
real interval Ω is called operator convex if for any
0 < ε < 1, f(εA+(1−ε)B) ≤ εf(A)+(1−ε)f(B)
holds for all symmetric matrices A, B of all sizes
with eigenvalues in Ω. f is called operator concave if
−f is operator convex.

Definition 3.5 (Positive Map [7]) A map Φ : Mm →
Mn is called positive if it maps positive semidefinite
matrices to positive semidefinite matrices: A ≥ 0 ⇒
Φ(A) ≥ 0. Mm and Mn are the spaces of m×m and
n× n matrices respectively.

Definition 3.6 (Unital Map [6]) A map Φ : Mn →
Mn is called unital if Φ(Im) = In.

Theorem 3.7 (Operator Monotone and Operator
Concave Functions [7]) A nonnegative continuous
function on [0,∞) is operator monotone if and only
if it is operator concave.

Theorem 3.8 ([7]) Let Φ be a unital positive linear
map from Mm to Mn and f an operator monotone
function on [0,∞). Then for every A ≥ 0 ∈ M s

n,
f(Φ(A)) ≥ Φ(f(A)).

Theorem 3.9 The map A 7→ D1/(n−i)(A,n− i; I, i)
from M s,+

n to (0,∞) is operator concave.

Proof. Since D1/(n−i)(λA, n − i; I, i) = λD1/(n−i)

(A,n − i; I, i). It suffices to prove that D1/(n−1)

(A + B,n − i; I, i) ≥ D1/(n−i)(A,n − i; I, i) +

D1/(n−i)(B,n − i; I, i). This can be obtained by ap-
plying the Aleksandrov inequality (2.4) to the expan-

sion of D(A,n− i; I, i) as follows:

D(A+B,n− i; I, i)

=

n−i∑
k=0

(
n− i
k

)
D(A,n− i− k;B, k; I, i)

≥
n−i∑
k=0

(
n− i
k

)
D

n−i−k
n−i (A,n− i; I, i)D

k
n−i (B,n− i; I, i)

=

(
D1/(n−i)(A,n− i; I, i)

+D1/(n−i)(B,n− i; I, i)
)n−i

ut
The scalar matrix operator f : A 7→ D1/(n−i)

(A,n − i; I, i) is operator concave, and by Theo-
rem 3.7 is operator monotone. It is easy to see that
Φ : A 7→ A ◦ I is a unital positive linear map. Here ◦
denotes the Hadamard product of A and I .
Therefore by Theorem 3.8 we have

D1/(n−i)(A ◦ I, n− i; I, i)I
≥ D1/(n−i)(A,n− i; I, i)I ◦ I
= D1/(n−i)(A,n− i; I, i)I.

This implies

D1/(n−i)(A ◦ I, n− i; I, i)
≥ D1/(n−i)(A,n− i; I, i) (3.8a)

Since n − i ≥ 1, t 7→ tn−i is an increasing function
on (0,∞), then (3.8a) is equivalent to

D(A ◦ I, n− i; I, i) ≥ D(A,n− i; I, i) (3.8b)

Theorem 3.10 ([2]) Let A ∈M s,+
n . Then

sn−i(a11, . . . , ann) ≥ sn−i(λ1, . . . , λn) (3.9a)

0 ≤ i ≤ n − i, where aii and λi, i = 1, 2, . . . , n, are
diagonal entries and eigenvalues of A, respectively.

Proof. The inequality follows from the fact that A 7→
D(A,n− i; I, i) is invariant under similarity transfor-
mation, particularly the diagnolization transformation
A = P ∧ P−1. Therefore (3.8b) is equivalent to

D([aijδij ], n− i; I, i) ≥ D(∧, n− i; I, i) (3.9b)

where δij = 1 if i = j and zero otherwise. This gives
the desired result (3.9a). ut
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4 Applications of Symmetric
Polynomials: The Projection
Operator

We define the matrix equivalent of the projection op-
erator in a manner analogous to Lutwak. [8].

Definition 4.1 (Projection Operator) The pro-
jection operator is defined through the following
limit:

(C n−iA) ·B := lim
t→0

Ei(A+ tB)− Ei(A)

t

where A, B ∈ M s,+
n and Ei(A) is the ith symmet-

ric polynomial si(λ1, . . . , λn), λi are eigenvalues of
A, and cn−i is the projection operator, 1 ≤ i ≤ n.
Our goal is to obtain a formula for C n− i. We can
simplify the calculation of the limit by writing the Ei,
1 ≤ i ≤ n, in terms of the trace function applied to
the appropriate powers of matrices.
First, recall that

det(λI −A) =
n∏
i=1

(λ− λi)

= λn −

 ∑
1≤i≤n

λi

λn−1+

 ∑
1≤i<j≤n

λiλj

λn−2

−

 ∑
1≤i<j<k≤n

λiλjλk

λn−3

+

 ∑
1≤i<j<k<l≤n

λiλjλkλl


× λn−4 − · · · ±

∏
1≤i≤n

λi

= λn + c1λ
n−1 + c2λ

n−2 + · · ·+ cn

where λi, 1 ≤ i ≤ n, and ci, 1 ≤ i ≤ n, are con-
stants. Equating the coefficients of λn−1 of the last
two lines of the equations immediately above, yields

c1 = −
n∑
i=1

λi = −tr A.

Finkbeiner [10] has shown that the other ci, 2 ≤ i ≤
n, can be determined similarly to obtain the following

recursive set of equations

c2 = −2−1[c1tr(A) + tr(A2)],

c3 = −3−1[c2tr(A) + c1tr(A2) + tr(A3)]

...

cn = −n−1[cn−1tr(A) + cn−2tr(A2) + · · ·
+ c1tr(An−1) + tr(An)] (4.1)

Consequently, E1(A) = −c1, E2(A) = c2,. . . ,
En(A) = (−1)ncn, where the Ei(A), i =
1, . . . , n are the ith elementary symmetric polynomi-
als si(λ1, . . . , λn), λi are eigenvalues of A, and the
ci, 1 ≤ i ≤ n, are given in (4.1). Using the formulas
for theEi(A), 1 ≤ i ≤ n, the limit definition for C n−i
and the Uniqueness Theorem, we find that

C n−iA = (−1)i+1[Ai−1+c1A
i−2+c2A

i−3+· · ·+ci−1I]

Writing c0 = 1, this formula can be written as

C n−iA = −A[(−1)i
i−1∑
k=1

ck−1A
i−k−1] + Ei−1(A)

A recursive formula for C n−1 can then be written
as follows:

C n−1A = I,

C n−iA = Ei−1(A)I −AC n−i+1(A),

where 1 < i ≤ n.

5 Quermassintegrals of Mixed Pro-
jection Bodies

Definition 5.1 (Ordinary Quermassintegrals) For
A ∈ M s,+

n , 0 ≤ i ≤ n, the ithe ordinary Quer-
massintegral of A, denoted by Wi(A), is the mixed
determinant D(A,n − i; I, i), with n − i copies of A
and i copies of the identity matrix I .

Definition 5.2 (Mixed Quermassintegrals [8]) The
mixed Quermassintegrals W0(A,B), W1(A,B), . . . ,
Wn−1(A,B), of A and B ∈M s,+

n are defined by

(n− i)Wi(A,B) = lim
ε→0+

Wi(A+ εB)−Wi(A)

ε

It is easy to see that since Wi(λA) = λn−iWi(A) for
all 0 ≤ i ≤ n− 1, Wi(A,A) = Wi(A).

For A, B ∈M s,+
n we have ([1])

D(A+B) =

n∑
i=0

(n
i

)
D(A,n− i;B, i) (5.2)
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We can also expand Wi(A+ εB) as follows:

Wi(A+ εB) = D(A+ εB, n− i; I, i)

=
n−i∑
k=0

(
n− i
k

)
εk

×D(A,n− i− k;B, k; I, i)

= D(A,n− i; I, i)+
n−i∑
k=1

(
n− i
k

)
εk

×D(A,n− i− k;B, k; I, i)

= Wi(A) +
n−i∑
k=1

(
n− i
k

)
εk

×D(A,n− i− k;B, k; I, i)

Consequently;

Wi(A,B) =
1

(n− i)

lim
ε→0+

Wi(A+ εB)−Wi(A)

ε

=
1

(n− i)

lim
ε→0+

∑n−i
k=1

(
n−i
k

)
εkD(A,n− i− k;B, k; I, i)

ε

= D(A,n− i− 1;B, 1; I, i)

It clearly follows that for all A ∈ M s,+
n ,

Wn−1(A,B) = Wn−1(B), since Wn−1(A,B) =
D(B, I, . . . , I︸ ︷︷ ︸

n−1

) = Wn−1(B). We recognize the mixed

Quermassintegral W0(A,B) as D1(A,B).
Since (n−i)Wi(A,B) of definition 5.2 is a directional
derivative, we can rewrite it as

(n− i)Wi(A,B) =
d

dε
Wi(A+ εB)

∣∣∣∣
ε=0

(5.3)

Let ∂Wi(A)
∂A denote the gradient of the functional

Wi(A) with respect to the matrix A ([1]). Then the
directional derivative in Definition 5.2 and (5.3) can
be written as

(n− i)Wi(A,B) =
d

dε
Wi(A+ εB)

∣∣∣∣
ε=0

=
∂

∂A
Wi(A) ·B (5.4)

The ith symmetric polynomial of eigenvalues
(λ1, . . . , λn) of A is Ei(A) =

(
n
n−i

)
Wn−i(A) and

from the definition of the Projection Operator we
conclude that

(C n−iA) ·B =

(
n

n− i

)
iWn−i(A,B)

=

(
n

n− i

)
∂

∂A
Wn−i(A) ·B (5.5)

If we extend our definition of the Projection Operator
and mixed Quermassintegrals to all n×n matrices in
Mn then (5.5) gives:

C n−1A =

(
n

n− 1

)
∂Wn−i(A)

∂A
(5.6)

and from (4.2) we have the following recursive formu-
lae for ∂Wn−i(A)

∂A :

∂Wn−1(A)

∂A
=

1

n
I,

∂Wn−i(A)

∂A
=

1(
n
n−i

)(( n

n− i+ 1

)
Wn−i+1(A)I

−A
(

n

n− i+ 1

)
∂Wn−i
∂A

(A)

)

=

(
n

n−i+1

)
(

n
n−i

) ×
(
Wn−i+1(A)I −A∂Wn−i+1

∂A
(A)

)
=

i

(n− i+ 1)(
Wn−i+1(A)I −A∂Wn−i+1

∂A
(A)

)
where 1 < i ≤ n.
From Definition 5.2, with B = I , we have the follow-
ing relationship between Wi(A), 0 ≤ i ≤ n:

Wi+1(A) =
1

(n− i)
lim
ε→0+

Wi(A+ εI)−Wi(A)

ε

=
1

(n− i)

[
∂Wi(A)

∂(A)̂iĵ

]
· [δîĵ ]

=
1

(n− i)
∑
î,ĵ

∂

∂(A)̂iĵ
(A)δîĵ

=
1

(n− i)
∑
î

∂Wi(A)

∂(A)̂iĵ
(5.7)

But according to Pranayanuntana [1, 2, 3], Wi(A)
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can be seen from the following expansion:

D(A+ εI) =
n∑
i=0

(n
i

)
εiD(A,n− i; I, i)

=
n∑
i=0

(n
i

)
εiWi(A) (5.8)

Differenting (5.8) i times with respect to ε and setting
ε = 0, we obtain

di

dεi
D(A+ εI)

∣∣∣∣
ε=0

=
n!

(n− 1)!
D(A,n− i; I, i)

(5.9)

and consequently

D(A,n− i; I, i) =
(n− i)!
n!

di

dεi
D(A+ εI)

∣∣∣∣
ε=1

(5.10)

For positive definite symmetric matrix A, there al-
ways exists an orthogonal matrix P such that A =
P ∧ P−1 = P ∧ P T , where P is the matrix whose
columns form an orthonormal eigenbasis of A and ∧
is the diagonal matrix whose diagonal entries are the
corresponding eigenvalues ofA. Equation (5.10) then
yields

Wi(A) = D(A,n− i; I, i)

=
(n− i)!
n!

di

dεi
D(P ∧ P−1 + εPIP−1)

∣∣∣∣
ε=0

=
(n− i)!
n!

di

dεi
D(∧+ εI)

∣∣∣∣
ε=0

= D(∧, n− i; I, i)
= Wi(λ)

=
1(
n
n−i

)∑
1

λj1···λjn−i (5.11)

where the sums are taken over all (n − i)-tuple of
positive integers (j1, . . . , jn−i) whose entries do not
exceed n, with λjk , 1 ≤ k ≤ n, from the set of all
n positive eigenvalues of A. Equation (5.11) tells us
that Wi(·) is invariant under similarity transforma-
tion A = P ∧ P−1. Therefore from this invariant
relation and (5.7) we have the following important re-
lation between Wi(A), 0 ≤ i ≤ n:

Wi+1(A) = Wi+1(∧) =
1

(n− i)
∑
j

∂Wi

∂λj
(∧)

(5.11)

As an illustration, for A ∈M3, we have

W0(A) = D(A) = λ1λ2λ3

W1(A) =
1

3

∑
j

∂

∂λj
(λ1λ2λ3)

=
1

3
(λ1λ2 + λ1λ3 + λ2λ3)

W2(A) =
1

2

∑
j

∂

∂λj
W1(A) =

1

3
(λ1 + λ2 + λ3)

W3(A) =
∑
j

∂

∂λj
W2(A) =

1

3

∑
j

∂

∂j
(λ1 + λ2 + λ3)

= 1

6 Lp-Sum and Scalar Multiplication
of Matrices

Definition 6.1 (Lp-Sum of Matrices) For matrices
A, B ∈ M s,+

n and p ≥ 1 we define the Lp-sum of
A and B as:

A+p B = (Ap +Bp)1/p.

The commutativity of +p is obvious. For the associa-
tivity:

(A+p B) +p C = [(A+p B)p + Cp]
1
p

= [Ap +Bp + Cp]
1
p

= [Ap + (Bp + Cp)]
1
p

= [Ap + (B +p C)p]
1
p

= A+p (B +p C).

Definition 6.2 (Lp Scalar Multiplication) For p ≥
1, B ∈ M s,+

n and scalar λ, we define the Lp scalar
multiplication of λ and B as

λ ·B = λ1/pB.

Consequently for scalars α, β and matrices A,
B ∈M s,+

n :

α ·A+p β ·B = (αAp + βBp)1/p.

7 Mixed p-Quermassintegrals

We define the matrix equivalent of mixed p-
Quermassintegral in a manner analogous to Lutwak
[9].
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Definition 7.1 (Mixed p-Quermassintegrals) For
A, B ∈ M s,+

n , p ≥ 1, 0 ≤ i < n − 1, the mixed
p-Quermassintegrals of A, B, denoted Wp,i(A,B),
we define by

n− i
p

Wp,i(A,B) = lim
ε→0+

Wi(A+p ε ·B)−Wi(A)

ε
.

Clearly, if p = 1,A+pεB and consequently the mixed
p-Quermassintegral Wp,i(A,B)|p=1 = Wi(A,B) in
this particular case. It is easy to see thatWp,i(A,A) =
Wi(A) for all p ≥ 1:

n− i
p

Wp,i(A,A)

= lim
ε→0+

Wi(A+p ε ·A)−Wi(A)

ε

= lim
ε→0+

Wi

(
[Ap(1 + ε)]

1
p

)
−Wi(A)

ε

= lim
ε→0+

[
1 + n−i

p ε+O(ε2)
]
Wi(A)−Wi(A)

ε

=
n− i
p

Wi(A)

and we conclude that Wp,i(A,A) = Wi(A) for all
p ≥ 1.

Theorem 7.2 (a) For all A, B ∈ M s,+
n and α, β >

0, Wp,i(αA, βB) = αn−i−pβpWp,i(A,B), and
when p = n − i and β = 1, Wp,i(αA,B) =
Wp,i(A,B).

(b) For all Q, A, B ∈ M s,+
n , Wp,i(Q,A +p B) =

Wp,i(Q,A) +Wp,i(Q,B).

(c) For all A, B ∈ M s,+
n , γ > 0, Wp,i(A, γ · B) =

γWp,i(A,B).

Proof. For α, β > 0 and A, B ∈M s,+
n we have

Wp,i(αA, βB)

=

(
p

n− i

)
lim
ε→0+

Wi(αA+p ε · βB)−Wi(αA)

ε

=

(
p

n− i

)
lim
ε→0+

Wi(α(A+p ε · βαB))−Wi(αA)

ε

= αn−i
(

p

n− i

)
lim
ε→0+

Wi(A+p (β
pε
αp ) ·B))−Wi(A)

ε
.

Now let ε̃ = βpε
αp ,

Wp,i(αA, βB)

=
βpαn−i

αp

(
p

n− i

)
lim
ε̃→0+

Wi(A+p ε̃ ·B)−Wi(A)

ε̃

= αn−i−pβp
(

p

n− i

)
lim
ε̃→0+

Wi(A+p ε̃ ·B)−Wi(A)

ε̃

= αn−i−pβpWp,i(A,B).

This shows that the functionalWp,i : M s,+
n ×M s,+

n →
(0,∞) is Minkowski homogeneous of degree n−i−p
in its first argument and Minkowski homogeneous of
degree p in its second argument. Trivially, when p =
n−i, β = 1, α > 0, thenWp,i(αA,B) = Wp,i(A,B).
For part (b) take Q, A, B ∈M s,+

n ,

Wp,i(Q,A+p B)

=

(
p

n− i

)
lim
ε→0+

Wi(Q+p ε · (A+B))−Wi(Q)

ε

=

(
p

n− i

)
lim
ε→0+

Wi((Q+p ε ·A) +p ε ·B)−Wi(Q+p ε ·A)

ε

+

(
p

n− i

)
lim
ε→0+

Wp(Q+p ε ·A)−Wi(Q)

ε

Write Q̃ = Q+p ε ·A in the first limit,

Wp,i(Q,A+p ε ·B)

=

(
p

n− i

)
lim
ε→0+

Wi(Q̃+p ε ·B)−Wi(Q̃)

ε

+

(
p

n− i

)
lim
ε→0+

Wp(Q+p ε ·A)−Wi(Q)

ε

= Wp,i(Q,A) +Wp,i(Q,B).

Part (c) is part (a) with α = 1 and γ = βp. ut
This result shows that the mixed p-

Quermassintegral is linear, with respect to Lp-sum
and scalar multiplication, in its second argument.

Definition 7.3 (Jointly Concave Map [7]) Let Pn be
the set of positive semidefinite matrices in M s

n. A map
Ψ : Pn × Pn → Pm is called jointly concave if

Ψ(λA+ (1− λ)B, λC + (1− λ)D) ≥

λΨ(A,C) + (1− λ)Ψ(B,D).

for all A, B, C, D ≥ 0 and 0 < λ < 1.
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The following lemma proved by Zhan [7] is very use-
ful in the proof of Theorem 8.1.

Lemma 7.4 ([7]) For 0 < r < 1 the map

(A,B) 7→ Ar ◦B1−r

is jointly concave in A, B ≥ 0.

8 Some Useful Inequalities

Theorem 8.1 ([7]) For A, B, C, D ≥ 0 and p, q > 1
with 1/p+ 1/q = 1,

A ◦B + C ◦D ≤ (A+p C) ◦ (B +q D),

where A ◦B := [aijbij ] ∈Mn.

Proof. This is just the mid-point joint concavity case
λ = 1/2 of Lemma 7.4 with r = 1/p. ut

Theorem 8.2 For X , Y > 0 that is X , Y ∈ M s,+
n

and ε ∈ [0, 1] we have

(1− ε)X + εY ≤ ((1− ε)Xp + εY p)1/p

=: (1− ε) ·X +p ε · Y

Proof. This is just Theorem 8.1 with A = (1 −
ε)1/pX , B = (1 − ε)1/q1n, C = ε1/pY and D =
εP 1/q1n, where 1n = [1]n×n, that is 1n is the n × n
matrix that has all of its entries equal to 1. ut
The following theorem proved by Horn [6] is useful
in the proof of Corollary 8.4.

Theorem 8.3 ([6]) If A, B ∈ Mn are positive defi-
nite symmetric, then if A ≥ B, then detA ≥ detB
and trA ≥ trB; and more generally, if A ≥ B, then
λk(A) ≥ λk(B) for all k = 1, 2, . . . , n if the respec-
tive eigenvalues of A and B are arranged in the same
(increasing or decreasing) order.

Corollary 8.4 For any A, B > 0 ∈M s,+
n , ε ∈ [0, 1]

Wi((1− ε) ·A+p ε ·B) ≥Wi((1− ε)A+ εB),

0 ≤ i ≤ n− 1.
(8.4)

Proof. Applying Theorem 8.3 to the inequality in The-
orem 8.2 and using the fact that for any matrix A ∈

M s,+
n , (

n

0

)
W0(A) = En(A) = λ1λ2 · · ·λn,(

n

0

)
W1(A) = En−1(A) = λi1 · · ·λin−1 ,

...(
n

n− 3

)
Wn−3(A) = E3(A) =

∑
λi1λi2λi3 ,(

n

n− 2

)
Wn−2(A) = E2(A) =

∑
λi1λi2 ,(

n

n− 1

)
Wn−1(A) = E1(A) =

∑
λi1

where Ei(A), 1 ≤ i ≤ n is the ith symmetric polyno-
mial of eigenvalues (λ1, . . . , λn) of A. ut

Theorem 8.5 For any A, B > 0 ∈M s,+
n , ε ∈ [0, 1]

Wi((1− ε)A+ εB)

≥ ((1− ε)Wi(A)
1
n−i + ε(B)

1
n−i )n−i,

0 ≤ i ≤ n− 1. (8.5a)

Equality holds if and only if A = cB with a real num-
ber c > 0.

Proof. It suffices to prove that

Wi(A+B) ≥ (Wi(A)
1
n−i +Wi(B)

1
n−i )n−i,

0 ≤ i ≤ n− 1.
(8.5b)

with equality if and only if A = cB, c > 0. The in-
equality is obtained by applying the Aleksandrov in-
equality to the expansion of Wi(A+B) as follows:

Wi(A+B)

= D(A+B,n− i; I, i)

=

n−i∑
k=0

(
n− i
k

)
D(A,n− i− k;B, k; I, i)

≥
n−i∑
k=0

(
n− i
k

)
D

n−i−k
n−i (A,n− i; I, i)

D
k
n−i (B,n− i; I, i)

= (D1/(n−i)(A,n− i; I, i) +D1/(n−i)

(B,n− i; I, i))n−i

= (W
1/(n−i)(A)
i +W

1/(n−i)
i (B))n−i (8.5c)
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which is (8.5b). For the equality part, it can be easily
seen that if A = cB, c > 0 then

W
1/(n−i)
i (A+B) = W

1/(n−i)
i (A) +W

1/(n−i)
i (B).

Therefore, we only need to prove that

W
1/(n−i)
i (A+B) = W

1/(n−i)
i (A) +W

1/(n−i)
i (B)

implies A = cB, c > 0.
Suppose A 6= cB then the Aleksandrov inequality
(Theorem 2.4) is strict, and applying it in the process
of getting (8.5c) yields

W
1/(n−i)
i (A+B) > W

1/(n−i)
i (A) +W

1/(n−i)
i (B)

which means W 1/(n−i)
i (A + B) = W

1/(n−i)
i (A) +

W
1/(n−i)
i (B) implies A = cB, c > 0. �

Theorem 8.6 If p > 1, α ∈ [0, 1], A0, B0 > 0 ∈
M s,+
n with Wi(A0) = Wi(B0) = 1 then

Wi(α ·A0 +p (1− α) ·B0) ≥ 1,

0 ≤ i ≤ n− 1. (8.6a)

Equality holds if and only if A0 = B0.

Proof. Applying (8.4) and (8.5a) with α = 1 − ε to
A0, B0 we obtain

Wi(α ·A0 +p (1− α) ·B0)

≥Wi(αA0 + (1− α)B0) ≥ 1,

0 ≤ i ≤ n− i.

To see the equality part of (5.3.5) we first set A0 =
B0,

Wi(α ·A0 +p (1− α) ·B0)

= Wi(α ·A0 +p (1− α) ·A0)

= Wi[(αA
p
0 + (1− α)Ap0)

1/p]

= Wi[(A
p
0)

1/p]

= Wi(A0)

= 1.

This proves that A0 = B0 implies Wi(α ·A0 +p (1−
α) ·B0) = 1.
Now we setWi(α·A0+p(1−α)·B0) = 1, from (8.6b),
we see that this implies Wi(αA0 + (1 − α)B0) = 1,
which in turn, by Theorem 8.5 implies A0 = cB0,
but since we have Wi(A0) = Wi(B0) therefore

c = 1 and A0 = B0.

This proves thatWi(α·A0+p(1−α)·B0) = 1 implies
A0 = B0. This completes the proof. ut

Theorem 8.7 (Brunn-Minkowski Inequality for
Lp-Sum of Matrices) If A, B ∈ M s,+

n , 0 ≤ i ≤
n− 1, p ≥ 1, then

W
p
n−i
i (A+p B) ≥W

p
n−i
i (A) +W

p
n−i
i (B).

with equality if and only if A = c, B, c > 0.

Proof. We apply Theorem 8.6 with

A0 =
1

Wi(A)
p
n−i
·A,

B0 =
1

Wi(B)
p
n−i
·B,

α =
Wi(A)

p
n−i

Wi(A)
p
n−i +Wi(B)

p
n−i

Wi(α ·A0 +p (1− α) ·B0) ≥ 1

to obtain

Wi

(
Wi(A)

p
n−i

(Wi(A)
p
n−i +Wi(B)

p
n−i ) ·A

+
Wi(B)

p
n−i

p(Wi(A)
p
n−i +Wi(B)

p
n−i )

· 1

(Wi(B)
p
n−i )

·B
) p
n−i

≥ 1

or

Wi

(
1

(Wi(A)
p
n−i )

·A+p
1

(Wi(A)
p
n−i +Wi(B)

p
n−i ) ·B

) p
n−i

≥ 1

W
p
n−i
i

{[(
1

(Wi(A)
p
n−i +Wi(B)

p
n−i )1/p

A

)p

+

(
1

(Wi(A)
p
n−i +Wi(B)

p
n−i )1/p

B

)p ]1/p}
≥ 1

W
p/(n−i)
i

( Ap +Bp

(wi(A)
p
n−i +Wi(B)

p
n−i )

)1/p
 ≥ 1

W
p/(n−i)
i

[
(Ap +Bp)1/p

(Wi(A)
p
n−i )

+Wi(B)
p
n−i

]1/p
≥ 1(

1

(Wi(A)
p
n−i +Wi(B)

p
n−i )(n−i)/p

)
W

p/(n−i)
i [(Ap +Bp)1/p] ≥ 1

that is,

Wi(A+p B)
p
n−i ≥Wi(A)

p
n−i +Wi(B)

p
n−i .
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The sufficiency of the equality part can be seen by di-
rectly substituting A = c · B, c > 0 and the necessity
of the equality part can be proved by contradiction as
follows:
Suppose A 6= c · B then A0 6= B0 which in turn by
Theorem 8.6, implies Wi(α ·A0 +p (1−α) ·B0) > 1
or

Wi(A+p B)
p
n−i > Wi(A)

p
n−i +Wi(B)

p
n−i

which is a contradiction. This completes the proof. ut

Theorem 8.8 Minkowski Inequality for Lp-Sum of
Matrices IfA,B ∈M s,+

n , 0 ≤ i ≤ n−1, p ≥ 1, then
Wn−i
p,i (A,B) ≥ Wn−i−p

i (A)W p
i (B) with equality if

and only if A = c ·B, c > 0.

Proof. Theorem 8.7 implies

W
p/(n−i)
i ((1− ε) ·A+p ε ·B)

≥W p/(n−i)
i ((1− ε) ·A) +W

p/(n−i)
i (ε ·B)

= W
p/(n−i)
i ((1− ε)1/pA) +W

p/(n−i)
i (ε1/pB)

= ((1− ε)(n−i)/pWi(A))p/(n−i)

+ (ε(n−i)/pWi(B))p/(n−i)

= (1− ε)W p/(n−i)
i (A) + εW

p/(n−i)
i (B),

and since

lim
ε→0

Wi((1− ε) ·A+p ε ·B)−Wi(A)

ε

= lim
λ→1

Wi(λ ·A+p (1− λ) ·B)−Wi(A)

1− λ

= lim
λ→1

λ
n−i
p Wi

(
A+p

1−λ
λ ·B

)
−Wi(A)

1− λ

= lim
ε→0

(1 + ε)
i−n
p Wi(A+p ε ·B)−Wi(A)

ε
(1 + ε),

where ε =
1− λ
λ

= lim
ε→0

g(ε)f(ε)− g(0)f(0)

ε
(1 + ε),

(where f(ε) = Wi(A+p ε ·B) and g(ε) = (1 + ε)
i−n
p )

= (gf)′(0)

= g(0)f ′(0) + g′(0)f(0)

= 1
n− i
p

Wp,i(A,B) +
i− n
p

Wi(A).

Then

Wp,i(A,B)

= Wi(A) +
p

n− i

lim
ε→0

Wi((1− ε) ·A+p ε ·B)−Wi(A)

ε

≥Wi(A) +
p

n− i

lim
ε→0

[(1− ε)W
p
n−i
i (A) + εW

p
n−i
i (B)]

(n−i)
p −Wi(A)

ε

= Wi(A) +
p

n− i

[
n− i
p

]
[Wi(A)

p
(n−i)

(
(n−i)
p
−1

)
Wi(B)

p
(n−i) −Wi(A)]

= Wi(A)
1− p

(n−i)Wi(B)
p

(n−i) .

This gives the inequality part of Theorem 8.8. The
sufficiency of the equality part can be seen by directly
substituting A = c · B, c > 0 using the fact that
Wp,i(B,B) = Wi(B).

The necessity of the equality part can be shown as
follows:

Wn−i
p,i (A,B) = Wn−i−p

i (A)W p
i (B)

for A, B ∈M s,+
n , 0 ≤ i ≤ n− i, p > 1, and

Wp,i(Q,A+p B) = Wp,i(Q,A) +Wp,i(Q,B)

then

Wp,i(Q,A+p B) = W
n−i−p
n−i

i (Q)[W
p
n−i
i (A)

+W
p
n−i
i (B)].

We now set A +p B equal to Q and use the fact
that Wp,i(Q,Q) = Wi(Q) to obtain

Wi(A+pB) = W
n−i−p
n−i

i (A+pB)[W
p
n−i
i (A)+W

p
n−i
i (B)],

or

W
p
n−i
i (A+p B) = W

p
n−i
i (A) +W

p
n−i
i (B)

which is the equality part of Theorem 8.7 and that is
if and only if A = c · B, c > 0. This proves that
Wn−i
p,i (A,B) = Wn−i−p

i (A)W p
i (B) implies A =

cḂ, c > 0. This completes the proof. ut

Furthermore, we can also show that the inequalities of
Theorems 8.7 and 8.8 are equivalent. Since we have
already shown that Theorem 8.7 implies Theorem 8.8,
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it suffices to show that Theorem 8.8 implies Theorem
8.7.

Since

Wp,i(A,B) ≥W
n−i−p
n−i

i (A)W
p
n−i
i (B),

for A, B ∈M s
n, 0 ≤ i ≤ n− 1, p > 1, and

Wp,i(Q,A+p B) = Wp,i(Q,A) +Wp,i(Q,B)

then

Wp,i(Q,A+p B) ≥W
n−i−p
n−i

i (Q)[W
p
n−i
i (A)

+W
p
n−i
p (B)].

We now set A +p B equal to Q and use the fact that
Wp,i(Q,Q) = Wi(Q) to obtain

Wi(A+p B) ≥W
n−i−p
n−i

i (A+p B)[
W

p
n−i
i (A) +W

p
n−i
i (B)

]
,

or

W
p
n−i
i (A+p B) ≥W

p
n−i
i (A) +W

p
n−i
i (B)

which is the inequality of Theorem 8.7 ut

The limiting cases of Theorems 8.7 and 8.8 for the
case where p = 1 hold due to the Aleksandrov in-
equality (Theorem 2.4).
The well known Fundamental Inequality of Mixed
Quermassintegrals (see [7]) stated below is the lim-
iting case of Theorem 8.8.

Theorem 8.9 Fundamental Inequality of Mixed
Quermassintegrals For A, B ∈ M s,+

n and 0 ≤ i <
n−1,Wn−i

i (A,B) ≥Wn−i−1
i (A)Wi(B) with equal-

ity if and only if A = c ·B, c > 0.

Theorem 8.10 Suppose 0 ≤ i < n andA,B ∈M s,+
n

are such that Wi(A) ≤Wi(B). Then

(a) If Wi(A) ≥ Wp,i(A,B), for some p > 1, then
A = B.

(b) If Wi(A) ≥ Wp,i(B,A), for some p such that
n− i > p > 1 then A = B.

(c) If Wi(B) ≥ Wp,i(A,B), for some p > n − i,
then A = B.

Proof.

(a) Since Wi(A) ≥Wp,i(A,B) it follows from Theo-
rem 8.8 that

Wn−i
i (A) ≥Wn−i

p,i (A,B) ≥Wn−i−p
i (A)W p

i (B)

with equality in the right inequality if and only if A =
cḂ, c ≥ 0. This string of inequalities implies that

W p
i (A) ≥W p

i (B)

or simply
Wi(A) ≥Wi(B).

But the hypothesis Wi(A) ≤ Wi(B) shows that there
is in fact equality in both inequalities and that

Wi(A) = Wi(B).

We conclude that A = B.

(b) Since Wi(A) ≥ Wp,i(B,A) for some p, n − i >
p > 1, it follows from Theorem 8.8 that

Wn−i
i (A) ≥Wn−i

p,i (B,A) ≥Wn−i−p
i (B)W p

i (A)

with equality if and only if A = cḂ, c ≥ 0. This last
inequality implies that

Wn−i−p
i (A) ≥Wn−i−p

i (B)

or simply
Wi(A) ≥Wi(B).

The condition Wi(A) ≤Wi(B) implies that

Wi(A) = Wi(B)

and hence A = B.

(c) This follows identically from the proof of parts (a)
and (b). ut

Theorem 8.11 Suppose A, Bn ∈ M s,+
n . If 0 ≤ i <

n, and n−i 6= p > 1 and ifWp,i(A,Q) = Wp,i(B,Q)

for all Q ∈M s,+
n , then A = B.

Proof. Set Q = A, and get Wi(A) = Wp,i(A,A) =
Wp,i(B,A). Set Q = B, and get Wi(B) =
Wp,i(B,B) = Wp,i(A,B). From parts (b) and (c)
of the last theorem we obtain A = B.

Theorem 8.12 Suppose A, B = M s,+
n and 0 ≤ i <

n − 1. If p = n − i and Wi(A) ≥ Wp,i(B,A), then
A = c ·B, c > 0.
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Proof. From the hypothesis and Theorem 8.8 we
have Wn−i

i (A) ≥ Wn−i
p,i (B,A) ≥ W p

i (B)W p
i (A)

with equality in the right inequality implying that
A = cB, c > 0. Since p = n − i, we will
have Wn−i

i (A) ≥ Wn−i
n−i,i(B,A) ≥ Wn−i

i (A) so
Wn−i
n−i,i(B,A) = Wn−i

i (A). Hence, A = c ·B, c > 0.
ut

Theorem 8.13 Suppose A, B ∈ M s,+
n . If 0 ≤ i <

n − 1, p = n − i and Wp,i(A,Q) ≥ Wp,i(B,Q) for
all Q ∈ M s,+

n . Then Wp,i(A,Q) = Wp,i(B,Q) for
all Q ∈M s,+

n .

Proof. From Theorem 8.8 and the hypothesis in this
theorem we will have Wp,i(B,Q) ≥ Wi(Q) ≥
Wp,i(A,Q), 0 ≤ i < n − 1, p = n − i, for all
Q ∈ M s,+

n . Since Wp,i(A,Q) ≥ Wp,i(B,Q) for
all Q ∈ M s,+

n , combining these inequalities yield
Wp,i(A,Q) = Wp,i(B,Q) for all Q ∈M s,+

n . ut
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